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ABSTRACT Stochastic computing (SC) has emerged as a promising solution for performing complex
functions on large amounts of data to meet future computing demands. However, the hardware needed to
generate random bit-streams using conventional CMOS-based technologies drastically increases the area
and delay cost. Area costs can be reduced using spintronics-based random number generators (RNGs), and
however, this will not alleviate the delay costs since stochastic bit generation is still performed separately
from the computation. In this article, we present an SC method of embedding stochastic bit generation and
processing in a computational random access memory (CRAM) array, which we refer to as SC-CRAM.
We demonstrate that SC-CRAM is a resilient and low-cost method for image processing, Bayesian inference
systems, and Bayesian belief networks.

INDEX TERMS Bayesian systems, computational random access memory (CRAM), magnetic tunnel
junction (MTJ), neuromorphic computing, stochastic computing (SC).

I. INTRODUCTION
Conventional computing schemes where data are encoded in
deterministic binary bits have several challenges in meeting
future demands in neuromorphic computing and other novel
applications [1], [2], [3]. These unconventional computing
schemes often require processing complex functions on large
amounts of data and, therefore, one of the key challenges
is the large circuit area and computation delay required for
circuits based on conventional CMOS technology [4], [5].
In addition, the devices become highly sensitive to thermal
noise as transistor size scaling trends toward nanometer-size
dimensions [6]. Alternative methods of data encoding and

alternative hardware implementations should be investigated
to overcome these shortcomings.

Stochastic computing (SC) is a probabilistic scheme that
has been studied intensively in recent years [7]. SC is
an attractive method for several unconventional computing
applications for two key reasons. One is that it is immune
to the effects of thermal noise and random bit-flips, which
allows for smaller device sizes [7], [8], [9], [10], [11].
The second is that complex functions that are common in
numerous neuromorphic computing tasks, such as hyper-
bolic tangent, exponential functions, and square root, can
be performed efficiently in SC using a small number of
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logic gates [7], [9], [12], [13], [14]. Previous studies have
demonstrated that SC-based circuits can achieve above 99%
accuracy rates in image recognition tasks at noise injection
rates (percentage of bit-flips) above 30%, whereas the same
tasks processed in conventional computing schemes showed
large error rates at noise injection rates below 10% [8].

One of the major shortcomings of SC is the hardware area
costs required for stochastic bit-stream generation (SBG).
CMOS-based random number generators (RNGs) are typ-
ically linear shift feedback registers (LSFRs) [15] or ring
oscillators [16].When these circuits are used in SC-based net-
works, the hardware for SBG can consume up to 80% of the
total circuit area and 80% of the total energy consumption [8].
Therefore, despite the low circuit area required for compu-
tation in SC, there may be little to zero reductions in the
total circuit area and total energy consumption. Furthermore,
LSFRs and ring oscillators can only generate pseudorandom
numbers rather than true-random numbers, and therefore, the
circuit complexity needs to increase to improve the qual-
ity of randomness in the stochastic bit-streams. One attrac-
tive solution to overcome these shortcomings of SC is to
replace CMOS-based RNGs with spintronics-based RNGs
[17], [18], [19], [20], [21], [22]. This is because a single
magnetic tunnel junction (MTJ) can be used as a true RNG
(TRNG) with a tunable probability [23], [24], [25], [26].
While these solutions reduce the area and energy costs for
SBG, the hardware and energy consumption for SBG still
make up a majority of the total circuit area and total energy
consumption. Furthermore, implementing spintronic-based
RNGs in SC does not reduce the overall delay costs since
SBG steps are still performed separately from computation
steps. Recent experimental studies have shown that the over-
all computation delay can be reduced in spintronics-based
TRNGs by using MTJs with superparamagnetic free lay-
ers [27], [28]. However, these devices are incompatible for
methods of generating random bits with synchronized clock
cycles.

In this study, we present an SC scheme that uses
MTJ-based hardware where SBG and computation steps
are completely embedded. Our method exploits the intrinsic
stochasticity of MTJs for SBG and utilizes the computa-
tional random access memory (CRAM) array to efficiently
implement various SC tasks. Previous studies have demon-
strated that true in-memory computing can be achieved in the
CRAM architecture, thus eliminating circuit area costs and
energy consumption for transferring data between memory
and computation circuits [29], [30], [31], [32]. However,
performing neuromorphic applications that require process-
ing large amounts of data in conventional CRAM (conv-
CRAM) will still suffer large area and energy costs as
well as noise sensitivity since the data are still encoded
in binary bits. Our solution overcomes these shortcomings
by implementing SC within the CRAM array, which we
refer to as SC-CRAM. While conv-CRAM embeds memory
and logic arrays, SC-CRAM embeds SBG and computa-
tion arrays. We demonstrate the effectiveness of SC-CRAM

FIGURE 1. (a) Circuit diagram of the CRAM array and illustration
of (b) memory and (c) logic modes in CRAM.

TABLE 1. Output preset state and bias voltage criteria for logic
operations in CRAM.

in four neuromorphic applications: local image threshold-
ing, Bayesian inference for object location, Bayesian belief
network for heart disaster prediction, and kernel density
estimation.

Previous studies have proposed methods of generat-
ing stochastic bit-streams using logic-in-memory hardware.
Knag et al. [33] proposed a method where analog input
data were converted to a series of programming pulses with
variable pulsewidths and applied to an array of memristive
memory cells. The method proposed by Gupta et al. [34]
exploited the stochastic behavior of resistive random-access
memory (ReRAM) devices to generate stochastic bit-streams
in parallel over multiple rows. Riahi Alam et al. [35] took
a slightly different approach where logic-in-memory archi-
tectures were used to convert binary data into deterministic
bit-streams. The method presented in this article has one key
advantage over previously proposed methods in that it allows
for separate perturb and logic steps so that analog inputs
can be converted directly into stochastic bit-streams. Further-
more, the method proposed in [35] requires additional control
circuitry to implement different distributions for each bit-
stream. This is not required in our design since the spintronic
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devices are inherently stochastic, thus guaranteeing that the
bit-streams will not be correlated.

The rest of this article is organized as follows. Back-
ground information on the CRAM architecture, SC basics,
and MTJ-based TRNGs is presented in Section II. Section III
provides an overview of SC-CRAM, including task schedul-
ing, implementation of basic and complex functions, and its
advantages over conv-CRAM. In Section IV, we elaborate on
the four example applications that are simulated in SPICE.
The output accuracy and performance evaluation of SC-
CRAM, conv-CRAM, and CMOS-based SC are presented in
Section V. Finally, this article is concluded in Section IV.

II. BACKGROUND
A. CRAM ARCHITECTURE
The general structure of the CRAM array is shown in
Fig. 1(a). The configuration of the CRAM cell is similar to an
STT-MRAM cell, which uses a 1-transistor 1-MTJ (1T1M)
structure, except that the CRAM cell uses a 2T1M structure.
This architecture allows for logic and memory paths, where
voltages are applied to each cell independently during the
memory read and write operations, whereas voltages are
applied tomultiple cells simultaneously during the logic oper-
ations. This enables true in-memory computing capability
in CRAM. The MTJ in each bit cell is addressed using the
memory word line (WL) and logic operations are performed
in the CRAM cell by enabling the logic bitline (LBL).

The two operation modes in CRAM are the memory and
logic modes, which are shown in Fig. 1(b) and (c), respec-
tively. During the memory mode, WL is high and LBL is
low. This enables data to be read from or written to the
MTJ through the memory bitline (MBL). During the logic
mode, WL is low and LBL is high, which allows MTJs in the
same row to be connected through the logic line (LL). Logic
operations with multiple inputs and one output are performed
by applying the appropriate voltages (VBSL) to the bit select
lines (BSL) of the input cells. The current through the output
MTJ (JOUT) is dependent on the resistance states of the input
MTs and switches the state of the output MTJ if JOUT ≥

JC . The criteria for VBSL and the initial state of the output
MTJ (output preset) for various logic operations are shown in
Table 1.

B. STOCHASTIC COMPUTING
In SC, data are encoded as probabilities in streams of ran-
dom bits. There are significant reductions in hardware area
for processing circuits since multiplication, scaled addition,
and scaled subtraction of two stochastic bit-streams can be
performed using single logic gates [7], [9], [12], [13].

Fig. 2(c) shows the overall scheduling of steps for con-
ventional SC schemes. The first step is the SBG, where
the input data (either digital or analog representation) are
converted to stochastic bit-streams. This is typically done
using comparators with the input data and the output of an
RNG with an output centered around 0.5 connected at the

FIGURE 2. Illustration of (a) multiplication using AND logic and
(b) scaled addition using MUX of stochastic bit-streams A and
B. (c) Block diagram of the conventional stochastic computing
scheme.

FIGURE 3. (a) Illustration of an MTJ-based tunable TRNG for SC;
(b) scheduling of reset, perturb, and read voltage pulses (VRES,
VP, and VR); and (c) switching probability distribution versus VP
curves at various pulsewidths (extracted from [20]).

input terminals. At each clock cycle, a random number is
generated and the comparator produces a ‘‘1’’ if the random
number is greater than the input value; otherwise, it produces
a ‘‘0.’’ The total number of clock cycles is dependent on the
desired number of bits in the bit-streams (NB). Consider a
stochastic bit-stream A generated from an input value of XA.
The numeric representation ofA is the probability of a bit in A
being ‘‘1,’’ which is directly correlated with XA. In this study,
we represent bit-streams using unipolar formatting, meaning
that they lie within a [0, 1] range.

Data computation is performed in the second step, where
various arithmetic functions, determined by the desired appli-
cation, are performed on the stochastic bit-streams. It is in this
step where we see the advantages of SC best exemplified. For
example, Fig. 2(a) shows how multiplication of bit-streams A
and B can be performed using a single AND gate and Fig. 2(b)
shows how a single MUX can perform scaled addition on A
and B. For scaled addition, a third bit-stream, S, is applied at
the selector terminal of the MUX and the output is expressed
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FIGURE 4. Current paths for (a) reset, (b) perturb, (c) logic, and (d) read steps for multiplication of bit-streams A and B using AND logic
in SC-CRAM.

as Y ≈ S × A + (1 − S) × B. For most applications,
S is fixed at 0.5, therefore Y ≈ 0.5 × (A + B). Note that
scaled addition can also be done using a MAJ3 gate if one of
the inputs is fixed at 0.5. More advanced arithmetic functions,
such as scaled division, exponential, and hyperbolic tangent,
can also be effectively implemented in SC [9], [14], some of
which will be explained in more detail in Section III-B.

In the third and final steps, the numeric representations
of the output bit-streams are determined. This is typically
done using an NB-bit digital counter. As with the input data,
the output data can be represented in either analog or digital
format. In this article, wewill not focus on this third step since
it is the same for our proposed method and conventional SC
schemes.

C. MTJ-BASED TUNABLE TRNG
The spin-transfer torque (STT) and spin-orbit torque (SOT)
switchingmechanisms inMTJs are subject to random thermal
fluctuations, thus introducing a probabilistic element. Extrin-
sic factors that determine the switching probability (PSW)
of the MTJ are the voltage pulse amplitude (VP) and its
duration (tP), as shown in Fig. 3(c). The stochasticity inherent
to MTJs make them promising for probabilistic computing
applications such as elementary computing units in Boltz-
mann machines [36], [37], TRNGs [24], [25], [38], and most
importantly for this article, generating stochastic bit-streams
for SC [26], [17], [18]. Fig. 3(a) shows the general method
of SBG using repeated cycles of synchronized reset, perturb,
and read pulses, and Fig. 3(b) shows the scheduling of these
pulses. Each cycle begins by setting the MTJ to the P-state
with the reset pulse. The perturb pulse switches the MTJ to
the AP-state probabilistically, where PSW is determined by
VP and tP. The resistance state of the MTJ is read at the end
of each cycle using VR, where VR is set small enough so that
it does not influence the state of the MTJ.

III. OVERVIEW OF SCCRAM
In this section, we describe the key aspects of our proposed
method of implementing SC in the CRAM architecture. First,
we explain the basic task scheduling of SC-CRAM, using an

FIGURE 5. (a) Circuit diagram of a 2-to-1 MUX and (b) scheduling
operations in SC-CRAM. For simplicity, reset steps and final
read steps are not shown.

AND gate for multiplication as an example. Then, we describe
the processes for performing more complicated arithmetic
functions in SC-CRAM. Finally, we describe the preliminary
advantages of SC-CRAM over conv-CRAM and CMOS-
based SC.

A. TASK SCHEDULING IN SC-CRAM
The SC-CRAM method proposed combines the processes
for MTJ-based SBG described in Section II-C and logic
operations in CRAM described in Section II-A. The SBG
method in SC-CRAM is similar to the method shown in
Fig. 3(a) and (b), except that each cycle includes an additional
logic step between the perturb and read steps. Therefore, each
cycle in SC-CRAM consists of synchronized reset, perturb,
logic, and read pulses. It should be noted that the random
bits are generated during the perturb and reset steps and
computation is performed during the logic step, which is all
done in the same cells. This makes SC-CRAM unique in
that SBG and computation are embedded within the same
circuits and the same cycles; therefore, external circuitry is
not required for random number generation.

Consider the example shown in Fig. 4(a)–(d), where AND

logic in CRAM is used to multiply inputs A and B. Fig. 4(a)
shows the current paths during the reset step, where VRES
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FIGURE 6. (a) Circuit diagram of an XOR gate and (b) scheduling
operations in SC-CRAM. For simplicity, reset steps and final
read steps are not shown.

FIGURE 7. (a) Circuit diagram of the square root function in
SC-CRAM where Y ≈

√
X , X1 and X2 are independent

bit-streams with probabilities equal to X , and C1 and C2 are
bit-streams with fixed probabilities of 0.67 and 0.18,
respectively. (b) Scheduling operations in SC-CRAM. For
simplicity, reset steps and final read steps are not shown.

initializes the input MTJs (A and B) to the P-state and the
output MTJ (Y ) to the AP-state. Note that Y is initialized to
the AP-state to meet the output preset criteria for AND logic
in CRAM (recall Table 1).

The perturb pulses, shown in Fig. 4(b), are applied along
the MBL only for input cells A and B, which cause the MTJs
to switch probabilistically, with probabilities dependent on
V (A)
P and V (B)

P . Note that the values for V (A)
P and V (B)

P can be
determined in three ways depending on the desired task: 1)
in machine learning applications, one of the input cells can
perform a synaptic function, and therefore, VP is dependent
on the synaptic weight determined using learning algorithms;
2) other tasks may require multiplication of a fixed constant,
and therefore,VP is determined to produce a probability equal
to the desired constant; and 3) the most likely scenario is that
VP is dependent on the input data. For example, in image
processing applications,V (A)

P corresponds to intensity at pixel
A. It should be noted that VP only switches the MTJ from the
P-state to the AP-state since the reset pulse switches the MTJ
back to the P-state each cycle.

The logic step, shown in Fig. 4(c), replicates the logic
operation performed in conv-CRAM (recall Section II-B).
The voltage pulses applied at the BSL at A and B (VW ) follow
the same criteria as VBSL described in Table 1. During the
perturb step, A and B switch probabilistically, whereas Y
switches deterministically during the logic step.

The final state of Y is read at the end of each cycle with
VR, as shown in Fig. 4(d). As with the process shown in
Fig. 3(a), VR should be set so that it does not affect the state
of Y . Alternatively, for tasks involving multiple computation
stages, the steps at each computation stage can be overlapped
so that the read steps at each stage prior to the final stage can
perform the logic steps in the following stages. By adding a
logic step in each cycle, SBG and computation are embedded
within the same circuit.

B. ARITHMETIC FUNCTIONS IN SC-CRAM
The implementation of SC in CRAM allows for various
arithmetic functions to be performed efficiently. Previous
studies on computation with stochastic bit-streams have
demonstrated that a wide variety of functions, such as expo-
nential, linear gain function, and hyperbolic tangent, can
be performed in SC schemes with a minimal number of
logic gates [9], [14]. Theoretically, any function performed
in CMOS-based SC can also be performed in SC-CRAM.
However, in this study, we will only focus on the arithmetic
functions needed in the three applications described in Sec-
tion IV. These functions include multiplication (described in
Section III-A), scaled addition, absolute valued subtraction,
square root, and scaled division. Note that for our calcula-
tions, we assumed that each logic function was performed
using NAND logic (see Supplementary Note 1), and however,
this is not shown in Figs. 5–8.

Scaled addition can be done with either MAJ3 logic or an
MUX [recall Fig. 2(b)]. In SC-CRAM, a MAJ3 gate consists
of two input MTJs with variable probabilities (A and B),
one input MTJ with a fixed probability of 0.5 (S), and one
output MTJ (Y ). Furthermore, MAJ3 logic in SC-CRAM
has the same number of computation steps as AND logic.
An MUX can also be implemented in SC-CRAM using the
equivalent circuit diagram shown in Fig. 5(a). This circuit
can be built in CRAM hardware with two input MTJs with
variable probabilities (A andB), one inputMTJwith any fixed
probability (S), three intermediateMTJs (S̄,M1, andM2), and
one output MTJ (Y ). Steps for implementing MUX logic in
SC-CRAM consist of a perturb step on A, B, and S, one NOT

logic step on S̄, two overlapping AND logic steps on M1 and
M2, and one OR logic step on Y , as shown in Fig. 5(b).
The advantage of using MAJ3 logic for scaled addition

is that it requires fewer MTJs and fewer computation steps
than MUX logic. However, S is limited to a value of 0.5 in
MAJ3 logic, whereas S can be any value inMUX logic (recall
Section II-C). Furthermore, when performing scaled addition
on more than two inputs using MAJ3 logic, multiple layers
of MAJ3 gates are required, which increases the number of
MTJs and computation delay. Alternatively, MUX logic can
handle more than one input without significantly increas-
ing the number of computation steps. Therefore, for some
applications, MUX logic is the preferred method for scaled
addition.

Absolute valued subtraction of stochastic bit-streamsA and
B can be done using XOR logic. In CRAM, an XOR gate can
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TABLE 2. Number of MTJs, computation steps, and subarray size for various arithmetic functions in SC-CRAM (the number of MTJs
and computation steps are shown relative to Conv-CRAM).

FIGURE 8. (a) Circuit diagram for a JK flip-flop to compute the function Y ≈ A/(A + B) and (b) scheduling operations in SC-CRAM.
For simplicity, reset steps and final read steps are not shown.

be implemented using the equivalent circuit diagram shown
in Fig. 6(a). It consists of two input MTJs (A and B), two
intermediate MTJs (M1 and M2), and one output MTJ (Y).
SC-CRAM steps for XOR logic consist of one perturb step on
A and B, one NAND logic step onM1, one OR logic step onM2,
and one AND logic step on Y , as shown in Fig. 6(b). It should
be noted that XOR logic produces Y ≈ |A − B| only when
bit-streams A and B have the maximum correlation. In most
cases, this is undesirable because computation on stochastic
bit-streams typically requires maximum decorrelation. How-
ever, the application described in Section IV-A is a special
case and maximum correlation can be ensured using AND

logic prior to XOR logic (process described in further detail
in Section IV-A).
The square root of stochastic bit-stream X can be calcu-

lated using AND logic followed by two layers of OR logic,
as shown in Fig. 7(a). The SC-CRAM circuit consists of
two input MTJs (X1 and X2), two input MTJs with fixed
probabilities of 0.67 and 0.18 (C1 and C2), two intermediate
MTJs (M1 and M2), and one output MTJ (Y ). SC-CRAM
steps consist of one perturb step on X1, X2, C1, and C2, one
AND logic step onM1, and two consecutive OR logic steps on
M2 and Y , as shown in Fig. 7(b). Note that X1 and X2 both
have probabilities equal to X , however, they are generated
independently.

Scaled division of stochastic bit-streams A and B can be
calculated using a JK flip-flop, which can be implemented
in CRAM using the equivalent circuit diagram shown in
Fig. 8(a). If A and B are applied to the J and K terminals,
respectively, the output Y is expressed as Y ≈ A/(A + B).
The SC-CRAM circuit consists of two input MTJs (A and B),

five intermediate MTJs (Q, Q̄, J , K1, and K2), and one output
MTJ (Y ). SC-CRAM steps consist of one perturb step on A
and B, one NOT step on Q, one NAND operation to determine
J , two consecutive NAND operations to determineK2, and one
final NAND operation to determine Y . In the final step, one
BUFFER operation is performed to determineQ, as shown in
Fig. 8(b). Note that Q is set to ‘‘0’’ for the first cycle.

C. ADVANTAGES OF SC-CRAM
Table 2 shows the number of MTJs (NMTJ), the number
of computation steps (NC ), and the subarray size for each
arithmetic function described in Sections III-A and III-B in
SC-CRAM. The values for NMTJ and NC are shown relative
to conv-CRAM. Furthermore, calculations for each of these
performancemetrics compared computation on numbers with
8-bit resolution. For conv-CRAM, calculations were done on
8-bit digital numbers, and for SC-CRAM, calculations were
performed on bit-streams with NB = 28 = 256 bits. When
calculating performancemetrics in conv-CRAM,we assumed
that addition and multiplication were performed using an
8-bit carry ripple adder (CRA) and an 8-bit Wallace tree
multiplier (WTM), respectively. We also assumed that sub-
traction and division in conv-CRAM were performed using
full subtractor (FS) circuits and nonrestoring array dividers
(NAD), respectively. Each of these circuits comprises NAND-
based full adders (FAs), details of which are described in
Supplementary Notes 2–6. Finally, we assumed that square
root in conv-CRAM was performed using three cycles of
the Newton–Raphson (N–R) method, which was assumed
in [10]. Details of the N–R method are described in Supple-
mentary Note 7.
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TABLE 3. Performance evaluation of SC-CRAM (the number of CRAM cells, computation steps, and energy consumption are shown
relative to Conv-CRAM).

The values in Table 2 show that SC-CRAM uses signif-
icantly less MTJs for all functions than conv-CRAM. The
reduction in NMTJ in SC-CRAM is the most significant for
multiplication and square root functions but the least signif-
icant for scaled addition and scaled subtraction functions.
This is due to the large number of FAs needed for 8-bit
WTM circuits and for the N–R method, which is not needed
in SC-CRAM. However, NC is larger in SC-CRAM than in
conv-CRAM for all functions, except square root. This result
is not unique to SC-CRAM and is observed when comparing
any SC schemes to conventional deterministic schemes on
binary numbers. The increase in NC in SC-CRAM is most
noticeable for scaled addition and absolute valued subtraction
but least significant for multiplication and scaled division.
Most notably, NC is smaller for SC-CRAM than for conv-
CRAM for square root. This is likely because we assumed
that conv-CRAM repeated the N–R method three times to
approximate the square root function, which increases NC
three times.

The subarray dimensions shown in Table 2 reveal that
multiple subarray rows are required for multiplication, divi-
sion, and square root in conv-CRAM, whereas only one
subarray row is required for all functions in SC-CRAM.
A low number of subarray rows are very important in
applications where a large number of arithmetic functions
are performed in parallel since subarrays with a large
number of rows are susceptible to parasitic effects such
as a large IR drop and low noise margins. As we will
see in Section IV, the large number of subarray rows in
conv-CRAM makes it an unfeasible solution for certain
applications.

The calculations shown in Table 2 indicate several key
features of SC-CRAM. One is that SC-CRAM is ideal for
solving functions involving a large number of multiplication
and scaled division functions (such as high-order polynomials
and Maclaurin expansions of more complicated functions).
Second is that both total circuit area and computation delay
may decrease in SC-CRAM for more complex functions,
as seen in the calculations for the square root function.
While SC-CRAM is not well suited for tasks involving
rapid, high-precision calculations, the results in Table 2 sug-
gest that SC-CRAM is ideal for applications that involve
rough approximations to detect statistical anomalies in large
datasets.

IV. EVALUATION AND RESULTS
In this section, we describe the three applications that were
performed in this study: local image thresholding for charac-
ter recognition, Bayesian inference for object location, and
Bayesian belief network for heart disaster prediction. These
applications are described in greater detail in Supplementary
Notes 8–11. We evaluated the performance of SC-CRAM for
each of these applications. For each application, the execution
time, circuit area, energy usage, and noise margin are com-
pared with those of conv-CRAM. The parameters for theMTJ
devices used for our analysis are described in Supplementary
Note 12.

The performance of SC-CRAM and conv-CRAM was
evaluated in terms of circuit area, computation delay, and total
energy consumption (ETOT). For each application described
in Section IV, the circuit area was defined in terms of the
number of CRAM cells used (NCELLS) and the computation
delay was defined in terms of the number of computation
steps (NC ). The total energy consumption was calculated
using (1), where RMTJ is the resistance of the MTJ, V is
the voltage amplitude, and t is the pulsewidth. ETOT was
determined by calculating the energy consumption for the
reset, perturb, and logic steps, and adding them. Note that one
difference in ETOT in SC-CRAM and ETOT in conv-CRAM is
that ETOT in conv-CRAM does not include the perturb steps.
Furthermore, unlike conv-CRAM, the logic and reset steps
are repeated 256 (8-bit resolution) times in SC-CRAM,which
was accounted for in the ETOT calculations

Energy =
V 2t
RMTJ

. (1)

Table 3 shows all of the calculations for NCELLS, NC ,
and ETOT. In addition, Table 3 shows the number of rows
and the number of columns in the CRAM subarray. These
data show that SC-CRAM uses approximately 20–180 times
fewer CRAMcells than conv-CRAM for all four applications.
Furthermore, SC-CRAM also has about 1/3–2/3 fewer com-
putation steps than conv-CRAM for each application except
the Bayesian inference system, where NC is nearly equal
between SC-CRAM and conv-CRAM. This shows that, for
three of the four applications, the SC-CRAM circuit has less
computation delay than the conv-CRAM circuit. This may
seem counterintuitive since each step needs to be repeated
256 times in SC-CRAM, and however, the smaller NC values

VOLUME 9, NO. 1, JUNE 2023 35



IEEE Journal on Exploratory Solid-State Computational Devices and Circuits

FIGURE 9. Breakdown of energy consumption in SC-CRAM and
conv-CRAM for (a) and (b) local image thresholding, (c) and
(d) object location via Bayesian inference, (e) and (f) heart
disaster prediction via a Bayesian belief network, and (g) and
(h) kernel density estimation.

in SC-CRAM can be attributed to two features of SC-CRAM.
The first is the small number of cells required to perform both
simple and complex arithmetic functions and the second is the
ability to overlap the logic steps in some CRAMcells with the
perturb and/or reset steps in other CRAM cells.

These data also show that the total energy consumption is
approximately equal between SC-CRAM and conv-CRAM
for the Bayesian inference system and the Bayesian belief
network. However, ETOT is larger for SC-CRAM for local
image thresholding and kernel density approximation by
12.9× and 5.4×, respectively. It should be noted that conv-
CRAMhas nearly 40× less energy consumption than modern
near-memory processing systems [31]; therefore, SC-CRAM
is still a competitive solution since ETOT in SC-CRAM is on
the same order of magnitude as ETOT in conv-CRAM.
The subarrays for SC-CRAM have significantly less rows

than conv-CRAM, which leads to significantly less IR
drop [39], leading to an increase in noise margin. The noise
margin represents the size of the range of voltages where a
given logic operation can be performed. For example, a noise
margin of 10% means that there is a 10% difference between
the minimum and maximum voltage that can be applied
during the logic operation while maintaining an acceptable

output accuracy. Any noise margin below zero means that
there are no voltage values that exist that can reliably produce
an accurate output (see Supplementary Note 13 for a more
detailed description of noise margin). Table 3 shows that
the noise margin is too low for local image thresholding
and kernel density estimation to be feasible in conv-CRAM
due to the large number of subarray rows. This shows that,
despite the reduction in ETOT in conv-CRAM, SC-CRAM
is the preferred approach for local image thresholding and
kernel density estimation because the larger noise margin in
SC-CRAM makes it more reliable. The noise margin for the
Bayesian inference system and the Bayesian belief network
is large enough to be feasible in both SC-CRAM and conv-
CRAM. However, the noise margin in SC-CRAM is still
noticeably larger, and therefore, it is still the preferredmethod
for these two applications.

The pie charts in Fig. 9 show the portion of ETOT being
consumed by the logic, reset, and perturb steps for SC-CRAM
and conv-CRAM. Note that conv-CRAM does not use a
perturb step, and therefore, only the logic and reset steps are
considered. For conv-CRAM, the distribution of energy con-
sumption between the reset and logic steps is nearly the same
for all four applications, where approximately 25%–30% of
ETOT is consumed during the reset steps and 70%–75% of
ETOT is consumed during the logic steps. For SC-CRAM,
the reset steps account for around 25%–30% of ETOT. Most
importantly, these charts show that adding the perturb step in
SC-CRAM only accounts for a minority of the total energy
consumption. It should be noted that the Bayesian inference
system consumes the most portion of ETOT for the perturb
step, and however, it still only consumes 9.5% of ETOT.
Conversely, generating stochastic bit-streams with conven-
tional CMOS-based methods could increase the total energy
consumption by nearly 80% [8]. These results indicate that
SC-CRAM may outperform CMOS-based SC methods in
terms of ETOT.

V. CONCLUSION
In this study, we introduced a method in which CRAM can be
used to generate and compute stochastic bit-streams called
SC-CRAM. In SC-CRAM, the SBG and computation steps
are embedded within the same circuit block, meaning zero
cost in the total circuit area and computation delay to generate
stochastic bit-streams.We compared the performancemetrics
between SC-CRAM and conv-CRAM for local image thresh-
olding, object location, heart disaster prediction, and kernel
density estimation. We determined that SC-CRAM is very
efficient at computing complicated functions, which reduces
the total number of CRAM cells required to perform these
four applications without sacrificing the total computation
delay. Furthermore, the energy consumption was on the same
order of magnitude for SC-CRAM and conv-CRAM except
for local image thresholding. Finally, SC-CRAM had a sig-
nificantly larger noise margin for local image thresholding
and kernel density estimation, making it a muchmore feasible
solution for these applications.
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